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two revolutions 

!   revolution [n.]  
!   drastic and far-reaching way of thinking and behaving 
!   paradigm shift 

!   promise bene"cial change 
!   increased quality of life for under-represented 
!   independence, broader rights, protection from predatory elements 
 

!   who are the (a) under-represented, and (b) predatory elements? 
!   in computers 

!   under-represented: the  OS user 
!   predators:  corporate bodies with monopolies, marketing, FUD 
!   my ability to meaningfully participate in development of close-source software 

is negligible 

!   in science 
!   under-represented: individuals 
!   predators: restrictive patents/licenses, large privately-funded centers bereft of 

public accountability, academic cliques isolated from social context 
!   my ability to grasp new "ndings, evaluate their impact and foresee implications 

is negligible 



linus torvalds 



revolution 1 | linux 

!   UNIX on Intel CPU 
!   free OS on cheap hardware 

!   performance per unit cost is steadily dropping 
!   “free” vs “absolutely free” – what is the real cost? 
!   in our lab, computer hardware costs are negligible compared to 

personnel and laboratory equipment  
!   my workstation costs ~ 1/50th of my salary 

!   line between user and developer base blurred 
!   “Beowulf” clusters are ubiquitous 

!   cheap, limitless potential, free toolkits 

!   community encourages users to experiment 
!   communities, not cliques 
!   anyone can contribute 

!   code, document, test, mirror 

!   rewards innovation and sharing 
!   does not rely on scarcity tokens to drive its economy 
!   skill and meaningful contribution is rewarded independent of 

socioeconomic status, reputation, or charisma 

Ten years out, in terms 
of actual hardware costs 
you can almost think of 
hardware as being free – 
I’m not saying it will be 
absolutely free. 
 
B. Gates 
emphasis is mine 



revolution 2 | genomics 

!   genomics, [n.] 
!   study of organisms in terms of their genomes 

!   offers insight to fundamental building blocks of living systems 
!   structure, biochemistry, evolution 
!   organism as network – system biology 
!   understand basic processes in a living cell 
 

!   genomics is the branch of golden era of biology 
!   less classi"cation, more integrated descriptive and predictive models 
!   periodic table of elements, quantum mechanics 

!   applications are the fruits 
!   accelerate drug development by identifying target pathways 
!   recognize variants contributing to health and resistance to disease 
!   generate diagnostics for early detection of cancer 
!   understand reasons for individual drug resistance 

It should be possible to 
understand the 
difference between a 
“bag of molecules” and a 
biological system. 
 
F. Collins et al. 
Nature (2003) 422: 835-847 



common philosophy 

programming science 

kernel knowledge 

patches papers 

code repository literature 

hacker scientist 

gatekeeper editor 

software mindware 

improvement of the “human condition” 

Timo Hannay, Thought Experiment: Science as an Open Source Project  
www.oreillynet.com/pub/a/network/2002/07/17/timo.html 



common process 

programming science 

new code should not crash system new conclusions backwards-compatible 
with existing knowledge 

add features or elegance 
increase range power of explanation and 

prediction; reduce complexity of 
fundamental laws 

robust and logical in accordance to observed data 

properly documented reproducible 

major rewrites require damn good code extraordinary claims require 
extraordinary evidence 

advancement 

Timo Hannay, Thought Experiment: Science as an Open Source Project  
www.oreillynet.com/pub/a/network/2002/07/17/timo.html 



embracing openness 

!   success in science requires open source principles 
!   examine, verify and extend knowledge 
!   knowledge must be publicly accessible to promote discovery 

!   many eyes make all bugs shallow 

!   scientists have created many open source tools 
!   communication and collaboration 
!   manipulate, munge, analyze large data sets 
!   agree, adopt and improve 

 
!   integration of science into society requires open source principles 

!   scienti"c process is not suitable for handling emergent ethical, legal and social issues (ELSI)  
!   it is impossible to “test” wide-scale social models 
!   social harm caused by misguided policies cannot be reversed 
!   keeping science and its products open allows everyone to participate in ELSI discussions 

!   experts from social sciences, law, humanities, cultural anthropology 
!   public forums 

  



www.cbse.ucsc.edu/UCSC_Kilokluster.html, biomedical.ucsc.edu/Computation.html 

!   public assembly of human genome done on 
UCSC centicluster 

!   June 2000 
!   100 800-MHz P3 Linux boxes 

public effort triumphs 

UCSC kilocluster 
1024 Linux nodes 

I thought it would help to get 
as much information about 
genes and the genome into 
the public domain to help 
discourage people from 
patenting it wholesale. 
 
Jim Kent 

Venter, Clinton, Collins 

Venter, Collins 
TIME July 3 2000 



ACTGs of genomics 









genomics data is public 

!   the net started at CERN 
!   physicists needed to share documents and large 

datasets 
!   genome centers and scientists have been 

networked from the start 

!   public data release is a mandate of 
sequencing centers 

!   data is submitted to Genbank, a public 
repository of sequence information, as soon as it 
is collected 

!   "Bermuda Principles" rati"ed during a 1996 
sequencing conference, call for automatic and 
rapid release of primary sequence data to the 
public domain 

!   internet is the natural forum 

www.gene.ucl.ac.uk/hugo/bermuda.htm 

www.ncbi.nlm.nih.gov/ www.ebi.ac.uk/embl 



data viewers are public 

!   openly available genome browsers 
!   permit public mining of information 
!   visualization of annotations 

!   Ensembl and UCSC browsers run on MySQL 
!   entire data set can be downloaded freely 
!   you can become an Ensembl mirror  

!   ~100 Gb, MySQL/Perl 

www.ensembl.org 

genome.ucsc.edu 



genomics community is online 

!   Lincoln Stein, CSHL (NY, USA) 
!   CGI.pm, GD.pm 
!   generic genome browser 
!   genome knowledge base 
!   generic model organism database construction set 

!   modular and extensible framework for storing biological information 

!   distributed sequence annotation system (DAS) 
!   XML web service for contributing sequence information 

!   “How Perl Saved The Human Genome Project” 

!   Jim Kent, UCSF (CA, USA) 
!   Gigassembler algorithm assembly algorithm 

!   open source, Linux cluster 

!   public effort beat Celera by 3 days 

!   Ewan Birney, Wellcome Trust (UK) 
!   Ensembl browser 
!   BioPerl bundle 

L Stein 

J Kent 

E Birney 



SARS – linux called to action 

!   sudden acute respiratory syndrome 
!   "rst case in 1999 
!   8,100 cases, 800 deaths since Nov 2002  

!   our center was the "rst to publicly release the 
full coronavirus sequence assembly 

!   30kb ~ 1/100,000 size of human genome 
!   assembled on 8-way Linux machine 
!   published on Zope/Apache web server 
!   sequence data used to characterize virus and 

search for potential therapies 

 

www.who.int/csr/sars/country/table2004_04_21/en/ 

SARS affects everyone 

sockeye 3D genome browser 

www.stileproject.com 



open data - SARS genomes in Genbank 

!   complete genomic sequence was immediately 
submitted to Genbank 

!   293 sequences from 151 different strains of 
SARS in Genbank database 

!   currently >1,600 SARS-related publications 
indexed by Pubmed  

www.ncbi.nlm.nih.gov/entrez/viewer.fcgi?db=nucleotide&val=30271926 
www.ncbi.nlm.nih.gov/Taxonomy/Browser/wwwtax.cgi?id=227859 





public feedback 

Subject: You have to be NUTS!!
!
My daughter doesn't think its such a good idea to have the gene sequencing 
for the new coronavirus on the internet. I don't either!  There should have 
been a better way! You must be crazy!!

Subject: transcription starting position of genes in TOR2!
!
Dear BCGSC:  
I downloaded your sequences of TOR2. Thank you very much for your great work about this.  
!
JZ, Palo Alto, CA!

Subject: SARS draft sequence!
!
To all involved, CONGRATULATIONS! We will have a PCR-based SARS diagnostic up and 
running by next week thanks to YOU.  
!
MJM, Madison, WI!



linux at the Genome Sciences Centre 

HP 718 DLT 
autoloader 

dual 400-MHz P2 
512 Mb RAM 
RH 5.2 2.0.36 

36 Gb RAID-5  
3 x 18 GB SCSI  
DPT IV RAID card 

52 GB RAID-0 
3 x 18 GB SCSI 
software raid 

O’Reilly 
bunch of books 

1999 



linux at the Genome Sciences Centre 

Raidion RAID-5 
2 x 8 x 36 GB 
400 GB 

RAIDION.u2w  
RAID controllers 

VA VAR server 900 
VA 6.0.3 2.0.36 

  4:41pm up 393 days, 6:48, 9 users, load average: 0.37, 0.29, 0.63!

2000 



linux at the Genome Sciences Centre 

2000 

Kryotech “SuperG” 
800 MHz AMD o/c at 1 GHz 

Kryotech 
700 MHz AMD o/c at 800 MHz 

cooling unit 
- 40 C 



linux at the Genome Sciences Centre 

VA Linux 2230 
dual 800 MHz P3 
2 Gb RAM 

Raidion RAID-5 
3 x 10 x 72 Gb SCSI 
Raidion.ha RAID controller 
2 TB 

dual 1 GHz P3 
4 GB RAM 

2001 
IBM x330 cluster 
160 CPUs 



!   wireless interface to ZPL printers for on-demand 
barcodes 

!   Perl/Apache, Compaq IPAQ, Zebra S600 

!   MySQL database stores all events, objects and 
data 

linux at the Genome Sciences Centre 

Compaq iPAQ 

Zebra S600 
ZPL printer 

Zebra Z4Mplus 
ZPL printer 



Equipment 

mkweb.bcgsc.ca/schemaball 

MySQL LIMS 



IBM Bladecenter 
14 x 2 x 2.4 GHz Xeon 
1.5 GB 
RH 9 2.4.20 

IBM SAN RAID-5 
1 x 14 x 72 GB 
2 x 14 x 146 GB 
5 TB 

Sun L700 LTO2 robot 
396 slots 4 drives 

NetApp FAS960/R150 
7 x 14 x 146 GB 
6 x 10 x 250GB 
26 TB 

AMD Opteron 
40 x 2 x 2.0 GHz 
2 GB  
RH 9 2.4.20 

AMD Opteron 
4 x 1.4GHz 
32 GB 
SUSE 9 2.4.21 x86_64 

NetApp C6100 
DNFS NetCache 
14 x 36GB 

IBM x440 
3 x 8 x 1.5 GHz Xeon 
8 GB 
SUSE Enterprise 8 2.4.21 

IBM x330 
90 x 2 x 1.0-1.4 GHz P3 
1 GB 
RH 9 2.4.20 





talk slides mkweb.bcgsc.ca/sars/usenix 


