


THINKING ABOUT DRAWING DATA + COMMUNICATING SCIENCE
ESSENTIALS OF DATA VISUALIZATION



UNCERTAINTY

don’t make errors in error bars



Knowing the limits of your knowledge is very important. 

I’m sure that you’ve already encountered concepts of accuracy and 
precision. In colloquial use these words are often confused. 

Accuracy measures how close you are to the true value. Unless you know 
the true value you may actually not know you accuracy at all!  

Precision measures the spread in repeated measurements. Experiments 
should be reproducible and, as such, measurements should have high 
precision.  

Often the term “variation” is used for this spread and connected closely to 
the statistical concept of variance. In an experiment you typically have 
many sources of variation—biological and technical—and it’s important to 
understand how both impact your measurements.  

In biology, it’s important to be able to sample the extent of biological 
variation. And so being able to show this and other forms of variation in 
measurements or any computed values in visualizations is very important—
it addresses reproducibility and your capacity to make statistical inference. 

Often this is done with error bars. Ironically, there’s a lot of error associated 
with the use of and interpretation of error bars. 
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Let’s now look at what the error bars can actually represent. It’s important 
to realize that their meaning can vary—quite drastically. 

There are three quantities that it is imperative you know how to 
distinguish. In fact, if you remember one thing from statistics—this should 
be it. 

The standard deviation, the standard error of the mean and the 95% 
confidence interval. Not knowing the difference between these quantities 
is the new smoking. 

Almost all error bars are one of these three quantities. Mistaking them—
especially the first two—can completely alter your perception of the data 
and any conclusions you make about it.
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THIS MONTH

POINTS OF SIGNIFICANCE

Error bars
The meaning of error bars is often misinterpreted, 
as is the statistical significance of their overlap.

Last month in Points of Significance, we showed how samples are 
used to estimate population statistics. We emphasized that, because 
of chance, our estimates had an uncertainty. This month we focus on 
how uncertainty is represented in scientific publications and reveal 
several ways in which it is frequently misinterpreted.

The uncertainty in estimates is customarily represented using 
error bars. Although most researchers have seen and used error 
bars, misconceptions persist about how error bars relate to statisti-
cal significance. When asked to estimate the required separation 
between two points with error bars for a difference at significance  
P = 0.05, only 22% of respondents were within a factor of 2 (ref. 1). 
In light of the fact that error bars are meant to help us assess the 
significance of the difference between two values, this observation 
is disheartening and worrisome.

Here we illustrate error bar differences with examples based on a 
simplified situation in which the values are means of independent 
(unrelated) samples of the same size and drawn from normal popula-
tions with the same spread. We calculate the significance of the differ-
ence in the sample means using the two-sample t-test and report it as 
the familiar P value. Although reporting the exact P value is preferred, 
conventionally, significance is often assessed at a P = 0.05 threshold. 
We will discuss P values and the t-test in more detail in a subsequent 
column.

The importance of distinguishing the error bar type is illustrat-
ed in Figure 1, in which the three common types of error bars— 
standard deviation (s.d.), standard error of the mean (s.e.m.) and con-
fidence interval (CI)—show the spread in values of two samples of size 
n = 10 together with the P value of the difference in sample means. In  
Figure 1a, we simulated the samples so that each error bar type has the 
same length, chosen to make them exactly abut. Although these three 
data pairs and their error bars are visually identical, each represents a 
different data scenario with a different P value. In Figure 1b, we fixed 
the P value to P = 0.05 and show the length of each type of bar for this 
level of significance. In this latter scenario, each of the three pairs of 
points represents the same pair of samples, but the bars have differ-
ent lengths because they indicate different statistical properties of the 
same data. And because each bar is a different length, you are likely 
to interpret each one quite differently. In general, a gap between bars 

does not ensure significance, nor does overlap rule it out—it depends 
on the type of bar. Chances are you were surprised to learn this unin-
tuitive result.

The first step in avoiding misinterpretation is to be clear about 
which measure of uncertainty is being represented by the error bar. 
In 2012, error bars appeared in Nature Methods in about two-thirds 
of the figure panels in which they could be expected (scatter and bar 
plots). The type of error bars was nearly evenly split between s.d. and 
s.e.m. bars (45% versus 49%, respectively). In 5% of cases the error 
bar type was not specified in the legend. Only one figure2 used bars 
based on the 95% CI. CIs are a more intuitive measure of uncertainty 
and are popular in the medical literature.

Error bars based on s.d. inform us about the spread of the popula-
tion and are therefore useful as predictors of the range of new sam-
ples. They can also be used to draw attention to very large or small 
population spreads. Because s.d. bars only indirectly support visual 
assessment of differences in values, if you use them, be ready to help 
your reader understand that the s.d. bars reflect the variation of the 
data and not the error in your measurement. What should a read-
er conclude from the very large and overlapping s.d. error bars for  
P = 0.05 in Figure 1b? That although the means differ, and this can 
be detected with a sufficiently large sample size, there is considerable 
overlap in the data from the two populations.

Unlike s.d. bars, error bars based on the s.e.m. reflect the uncer-
tainty in the mean and its dependency on the sample size, n (s.e.m. 
= s.d./√n). Intuitively, s.e.m. bars shrink as we perform more mea-
surements. Unfortunately, the commonly held view that “if the 
s.e.m. bars do not overlap, the difference between the values is sta-
tistically significant” is incorrect. For example, when n = 10 and 
s.e.m. bars just touch, P = 0.17 (Fig. 1a). Conversely, to reach P = 
0.05, s.e.m. bars for these data need to be about 0.86 arm lengths 
apart (Fig. 1b). We cannot overstate the importance of recognizing 
the difference between s.d. and s.e.m.

The third type of error bar you are likely to encounter is that based 
on the CI. This is an interval estimate that indicates the reliability of a 
measurement3. When scaled to a specific confidence level (CI%)—the 
95% CI being common—the bar captures the population mean CI% 
of the time (Fig. 2a). The size of the s.e.m. is compared to the 95% CI 
in Figure 2b. The two are related by the t-statistic, and in large samples 
the s.e.m. bar can be interpreted as a CI with a confidence level of 
67%. The size of the CI depends on n; two useful approximations for 
the CI are 95% CI ≈ 4 × s.e.m (n = 3) and 95% CI ≈ 2 × s.e.m. (n > 15).  
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Figure 1 | Error bar width and interpretation of spacing depends on the error 
bar type. (a,b) Example graphs are based on sample means of 0 and 1  
(n = 10). (a) When bars are scaled to the same size and abut, P values span 
a wide range. When s.e.m. bars touch, P is large (P = 0.17). (b) Bar size and 
relative position vary greatly at the conventional P value significance cutoff 
of 0.05, at which bars may overlap or have a gap.

Figure 2 | The size and position of confidence intervals depend on the 
sample. On average, CI% of intervals are expected to span the mean—about 
19 in 20 times for 95% CI. (a) Means and 95% CIs of 20 samples (n = 10) 
drawn from a normal population with mean � and s.d. �. By chance, two of 
the intervals (red) do not capture the mean. (b) Relationship between s.e.m. 
and 95% CI error bars with increasing n.
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Figure 1 | Error bar width and interpretation of spacing depends on the error 
bar type. (a,b) Example graphs are based on sample means of 0 and 1  
(n = 10). (a) When bars are scaled to the same size and abut, P values span 
a wide range. When s.e.m. bars touch, P is large (P = 0.17). (b) Bar size and 
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Figure 2 | The size and position of confidence intervals depend on the 
sample. On average, CI% of intervals are expected to span the mean—about 
19 in 20 times for 95% CI. (a) Means and 95% CIs of 20 samples (n = 10) 
drawn from a normal population with mean � and s.d. �. By chance, two of 
the intervals (red) do not capture the mean. (b) Relationship between s.e.m. 
and 95% CI error bars with increasing n.
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Ok, so how exactly are we supposed to be using error bars? 

This is a great question. 

As you’ve seen, they’re actually quite hard to interpret quantitatively. 

If they’re standard deviation error bars, all you know is that a good 
fraction of the time, if you can assume normality, the next sample value 
will fall within them. This often isn’t that useful. 

If they’re SEM error bars then you have some sense of the precision of 
estimating the mean of the population. This is made more useful by 95% 
CI error bars because they incorporate the traditional p-value of 0.05. 

But it’s still hard to assess exactly how the length of the bar relates to 
your power to make inferences. Or how differences in error bar length 
and distance between error bars relate to these inferences.  

I’ve given you some rules of thumb here and I hope been able to clarify 
ideas about sampling distributions so that you can approach error bars 
with less confusion. Though still with a healthy dose of scepticism. 
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EXERCISE 1

Read these Points of Significance columns 

The Importance of Being Uncertain 

http://www.nature.com/nmeth/journal/v10/n9/full/nmeth.2613.html 

Error bars 

http://www.nature.com/nmeth/journal/v10/n10/full/nmeth.2659.html 

Box plots 

http://www.nature.com/nmeth/journal/v11/n2/full/nmeth.2813.html



EXERCISE 2

Pick up a copy of your favourite journal. If you 
don’t have one yet, get Nature or Science. 

Find some figures with error bars. 

How many of these figures are bar charts with 
error bars?  

Does the legend specify the type of error bar? 
How about sample size? 


